Remarks about inverse diffraction problem
A. G. Ramm

Citation: J. Math. Phys. 25, 2672 (1984); doi: 10.1063/1.526498
View online: http://dx.doi.org/10.1063/1.526498
View Table of Contents: http://jmp.aip.org/resource/1/JMAPAQ/v25/i9
Published by the American Institute of Physics.

Additional information on J. Math. Phys.
Journal Homepage: http://jmp.aip.org/
Journal Information: http://jmp.aip.org/about/about_the_journal
Top downloads: http://jmp.aip.org/features/most_downloaded
Information for Authors: http://jmp.aip.org/authors

Advertisement

Maple 17
The most comprehensive support for Physics in any mathematical software package

- State-of-the-art environment for algebraic computations in physics
- The only system with the ability to handle a wide range of physics computations as well as pencil-and-paper style input and textbook-quality display of results
- Access to Maple’s full mathematical power, programming language, visualization routines, and documentation creation tools
- A programming library that gives access to almost 100 internal commands to write programs or extend the capabilities of the Physics package
- World-leading tools for performing calculations in theoretical physics

Click to learn more

World-leading tools for performing calculations in theoretical physics

Downloaded 22 Apr 2013 to 129.130.37.237. This article is copyrighted as indicated in the abstract. Reuse of AIP content is subject to the terms at: http://jmp.aip.org/about/rights_and_permissions
Remarks about inverse diffraction problem \(^{a})\)
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From the scattering data one finds the support function or the principal curvatures of the surface of a reflecting obstacle. From either of these data the surface is effectively reconstructed.

PACS numbers: 03.80. + r

I. INTRODUCTION

Let \( D \) be a bounded domain (an obstacle) with a smooth boundary \( \Gamma \), and \( \Omega = R^3 \setminus D \) be the exterior domain. It is well known (see, e.g., Ref. 1) that the scattering amplitude \( f \) for the problem

\[
(\nabla^2 + k^2)u = 0 \quad \text{in} \; \Gamma, \quad k > 0, \\
u = 0 \quad \text{on} \; \Gamma, \\
u = \exp[ik(vx)] + v, \\
v \sim \frac{\exp[ikr]}{r} \quad \text{as} \; |x| = r \to \infty, \quad x/n = n,
\]

in the high-frequency (\( k \to \infty \)) approximation determines the Gaussian curvature \( K \) of \( \Gamma \).

It was shown in Ref. 1 (see also Ref. 2) that \( f \) determines the support function \( a(l) \) of \( \Gamma \) explicitly and the parametric equations of \( \Gamma \) are

\[
x_j = -\frac{\partial a(l)}{\partial x_j}, \quad j = 1,2,3.
\]

Here \( l = (\alpha, \alpha_2, \alpha_3) \) is a unit vector of normal to \( \Gamma \) at the point \( s_0 \), which is uniquely determined by \( v \) and \( n \) if \( \Gamma \) is strictly convex. Namely, \( l = (n - v)/|n - v| \) and \( s_0 \) is the point at which the expression \( (l,s) \) is stationary on \( \Gamma_\alpha \), where \( \Gamma_\alpha \) is the illuminated part of \( \Gamma \). The function \( a(l) \) was defined in Ref. 2 as \( a(l) = -\max_{a(\alpha)} (l,s) \). The function \( a(l) \) is a homogeneous function of \( \alpha, \alpha_2, \alpha_3 \) of order 1:

\[
\frac{\partial a}{\partial \alpha_j} \alpha_j = a,
\]

one should sum over the repeated indices here and below. The basic result of Ref. 2 gives an algorithm for a stable calculation of \( \Gamma \) from the knowledge of the scattering amplitude \( f(n,v,k) \) for \( n, v \) such that \( (n - v)/|n - v| \) runs through all of the unit sphere \( S^2 \) (e.g., for \( n = -v \) and \( v \) runs through \( S^2 \), the backscattering case) and for two values of \( k = k_1, k_2 \neq k_1 \) such that the high-frequency asymptotic formula for \( f \) holds:

\[
f_j = f(n,v,k_j) = -\frac{\exp[2ik_j(n,l)|a(l)|]}{2K(s_0)^{1/2}} (1 + \epsilon_j), \quad \epsilon_j \to 0 \quad \text{as} \; k_j \to \infty.
\]

Here \( K(s_0) \) is the Gaussian curvature of \( \Gamma \) at the point \( s_0 \). If the \( f_j \) are measured with the accuracy \( \delta \), i.e., \( |f_{j\delta} - f_j| < \delta \) and \( f_{j\delta} \) are the measurements, and if \( K(s_0) < \delta^2, d = \text{const.} \), then

\[
\frac{f_{j\delta}}{f_j} = \exp[2i(n,l)|a(l)|(k_j - k_2)] \times [1 + o(|\epsilon_j| + |\epsilon_2| + O(\delta^2))].
\]

Thus

\[
a(l) = \frac{1}{2i(n,l)(k_j - k_2)} \ln \frac{f_{j\delta}}{f_j} + O\left(\frac{|\epsilon_j| + |\epsilon_2| + \delta}{|k_j - k_2| (|n,l|)}\right).
\]

The knowledge of \( a(l) \) with a known error allows one to recover the surface stably using the following estimates of the derivatives of a function \( a(l) \) known with an error

\[
\eta = O\left(\frac{|\epsilon_j| + |\epsilon_2| + \delta}{|k_j - k_2| (|n,l|)}\right).
\]

Assume that \(|a^*| < \gamma \), where \( a^* \) denotes any second derivative of \( a(\alpha, \alpha_2, \alpha_3) \), and assume that \( a_n \) is known,

\[
|a_n - a| < \eta. \quad \text{Let} \; h = (2n/M)^{1/2}, \; \epsilon = \sqrt{2M}. \quad \text{Then}
\]

\[
|a_n(\alpha + h \beta) - a_n(\alpha - h \beta)|/2h = O(\delta h)/b < \epsilon = \sqrt{2M}.
\]

(Ref. 3). Here \( b \) is any unit vector, \( \partial a/\partial b = (\nabla, a, b) \) is the derivative of \( a \) in the direction \( b \). All these facts are proved in Ref. 2 and provide a stable and effective algorithm for recovering the surface from the scattering data. One should be able to measure the phase of the scattered field in order to use the above algorithm. This is not very easy in practice. Therefore one can think of recovering the support function of \( \Gamma \) from some other data.

It is clear from (7) that the Gaussian curvature \( K = K_1 + K_2 \), where the \( K_j \) are the principal curvatures, can be determined from the measurements of \( f_j^\delta \). Let us assume that the quantity \( K_1 - K_2 \) can be measured.\(^{4}\) (In Ref. 4 a possibility to determine \( K_1 - K_2 \) from the measurements of the scattered field was reported for electromagnetic scattering from a metallic body. It is not clear if \( K_1 - K_2 \) can be found from the measurements of the scattered field in acoustic problems.) Then the quantity \( h = K_1^{-1} + K_2^{-1} \) is known as a function of the unit normal \( l = (\alpha, \alpha_2, \alpha_3) \) to \( \Gamma \). From this data the support function of \( \Gamma \) can be recovered and then the parametric equation of \( \Gamma \) is given by (5). Notice, that if the origin of the coordinate system is placed inside the convex obstacle \( D \), then \( a(l) = \max_{a(\alpha)} (l,f) \), and (5) takes the form

\[
x_j = \frac{\partial a}{\partial x_j}, \quad 1 < j < 3.
\]

II. RECOVERING THE SURFACE FROM \( h = K_1^{-1} + K_2^{-1} \)

In this section a construction of \( \Gamma \) from \( h \) is given. A similar construction can be found in the literature.\(^{5}\) Since it

\(^{a}\)Prepared while the author was visiting Schlumberger-Doll Research, P. O. B. 307, Ridgefield, CT 06877.
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was not used in the inverse scattering problem, the construction is described in sufficient detail for convenience of the reader. It is worth mentioning that the problems of recovering a surface from its Gaussian curvature $K_1, K_2$ or its mean curvature $(K_1 + K_2)/2$ were studied in the literature extensively. Both problems lead to nonlinear elliptic equations which cannot be solved explicitly. In contrast, the problem we are discussing here will lead to the Laplace equation which is effectively solvable:

$$\nabla^2 a + \frac{\partial^2 a}{\partial x^2} + \frac{\partial^2 a}{\partial y^2} + \frac{\partial^2 a}{\partial z^2} = 0$$

(9)

To derive (9) one takes the Rodriguez formula

$$dx_j - R da_j = 0, \quad 1 < j < 3,$$

(10)

in which $x = x(a_1, a_2, a_3)$ is the radius vector of a point of the surface $\Gamma$, and the unit vector $l = (a_1, a_2, a_3)$ serves as a parameter. There is a 1–1 correspondence between the parameter $l = (a_1, a_2, a_3)$ and the parameter $(\theta, \phi) \in S^2$. Namely, $l$ is determined by the point $(\theta, \phi) \in S^2$ and determines this point. Since $l$ is also the outer unit normal to $\Gamma$, we write $da_j$, in (10) instead of $-dN_j$ as in Ref. 5, where $N$ is the interior unit normal to $\Gamma$. Finally, $R$ in (10) is the radius of the curvature of the normal cut of $\Gamma$ in the principal direction $(da_1, da_2, da_3)$. From (5) and (10) it follows that

$$0 = \frac{\partial a}{\partial x_i} da_i = R da_j - R \delta_{ij} da_i, \quad i, j = 1, 2, 3,$$

(11)

Since the vector $(da_1, da_2, da_3) \neq 0$ one concludes from (11) that

$$\det \left( \frac{\partial a}{\partial x_i} - R \delta_{ij} \right) = 0.$$  (12)

But $\frac{\partial^2 a}{\partial x_i \partial x_j} = 0$. Indeed, differentiate (6) in $a_j$ to obtain

$$\frac{\partial^2 a}{\partial x_i \partial x_j} a_j + \frac{\partial a}{\partial x_i} \delta_{ij} = \frac{\partial a}{\partial x_i} a_j = 0.$$  (13)

Since $(a_1, a_2, a_3) \neq 0$ one concludes from (13) that

$$\det \left( \frac{\partial a}{\partial x_i} \right) = 0.$$  (14)

From (14) it follows that Eq. (12) has a root $R = 0$. Its two other roots are the principal radii $R_i = K_i^{-1}$, where $K_i$ are the principal curvatures. Since the body is assumed to be convex, $R_i > 0$. The trace of the matrix $\frac{\partial a}{\partial x_i} a_j$ is equal to $R_1 + R_2 + 0$, where $R_1, R_2, 0$ are the roots of (12). Since $R_1 + R_2 = h$ one obtains Eq. (9).

It remains to solve this equation. Let us expand $h = h(a_1, a_2, a_3) = h(\theta, \phi)$ in spherical harmonics:

$$h = \sum_{n \geq 1} h_{nm} Y_{nm}(\theta, \phi),$$  (15)

where the $Y_{nm}$ are the normalized in $L_2(S^2)$ spherical harmonics,

$$Y_{nm} = \left( \frac{2n + 1}{4\pi} \right)^{1/2} \frac{P_{nm}(\cos \theta) e^{im\phi}}{\sqrt{2m+1}}, \quad -n < m < n,$$

and $P_{nm}(x)$ are associated Legendre functions, and the $h_{nm}$ are the Fourier coefficients of $h$,

$$h_{nm} = \int_{S^2} h(\theta, \phi) Y_{nm} \, d\theta d\phi.$$  (16)

The function $a(\alpha_1, \alpha_2, \alpha_3)$ as a homogeneous function of order 1 can be expanded in the series $A = a(\alpha_1, \alpha_2, \alpha_3) = ra(\alpha_1, \alpha_2, \alpha_3)$,

$$A = \sum_{n \geq 0} A_{nm} Y_{nm},$$  (17)

where $r > 0$, and the function (17) is homogeneous of order 1. The point $(r, \theta, \phi)$ corresponds to $(\alpha_1, \alpha_2, \alpha_3)$.

Let us consider $(r, \theta, \phi)$ as spherical coordinates and $(y_1, y_2, y_3)$ as the corresponding Cartesian coordinates. Then

$$r = \left( \sum_{j=1}^3 y_j^2 \right)^{1/2},$$

$$\nabla^2 r Y_{nm} = \left( \frac{\partial^2}{\partial y_1^2} + \frac{\partial^2}{\partial y_2^2} + \frac{\partial^2}{\partial y_3^2} \right) r Y_{nm} = - \frac{(n-1)(n+2)}{r} Y_{nm},$$  (18)

and from (17) and (18) it follows that

$$\nabla^2 A = \sum_{n \geq 0} A_{nm} \frac{(n-1)(n+2)}{r} Y_{nm}.$$  (19)

Substitute (19) and (15) in (9), take $r = 1$, and equate the coefficients in front of $Y_{nm}$ to obtain

$$A_{nm} = -h_{nm}/(n-1)n+2, \quad n \neq 1.$$  (20)

A necessary condition for a function $h(\theta, \phi)$ to be equal to $R_1 + R_2$, where $R_1, R_2$ are the principal radii of a closed surface, is the equation

$$h_{1n} = 0, \quad m = 0, \pm 1.$$  (21)

This will be proved shortly. Assuming (21), one obtains an effective formula for the support function from (17) with $r = 1$,

$$a(l) = \sum_{n \geq 0} \frac{h_{nm}}{(n-1)n+2} Y_{nm}(\theta, \phi).$$  (22)

Here $f$ is the unit vector corresponding to the point $(\theta, \phi) \in S^2$, and the $h_{nm}$ were defined in (16).

It remains to check (21). Let $ds$ be the element of the surface area of $\Gamma$, $ds = ds_1 ds_2 ds_3$, where $ds_1 ds_2 = d\omega$ is the element of the area of $S^2, |R_1 ds_1|, |R_2 ds_2| = 1$, $l$ are the elements of the length along the lines of principal curvatures on $\Gamma$, and $ds_1 ds_2$ is the inner product of two vectors. Consider a family of parallel surfaces (for which the normals are the same as for $\Gamma_0 = \Gamma$). Then

$$ds = (R_1 + z)ds_1 (R_2 + z)ds_2 = ds + z(R_1 + R_2)d\omega + z^2 d\omega.$$  (23)

From the Gauss formula it follows that

$$\int_{\Gamma} N_j \, ds_j = 0,$$  (24)

where $N_j$ is the $j$th component of the outer unit normal $N$ to $\Gamma$, $0 < z < z_0$, $z$ is arbitrary, and $z_0$ small, so that one can
assume that $N$ does not depend on $z$. Substitute (23) in (24) to obtain

$$
\int_{S} h(l)|N_j| d\omega = \sum_{l=1}^{l=3} (R_1 + R_2)|N_j| d\omega = 0, \quad 1 \leq j \leq 3. \tag{25}
$$

But $N_j = l_j$ are three linearly independent vectors in the space spanned by $Y_m$, $m = 0, \pm 1$. Therefore (25) is equivalent to (21) because $h = R_1 + R_2$ and $h_{1m}$ is defined in (16). This completes the proof.

**Example.** If $\Gamma$ is a sphere, then $R_1 = R_2 = R = \text{const}$, $h_{mm} = 0$ for $n > 0$. Therefore, $A_{nm} = 0$ for $n > 0$, $a(l) = A_0 Y_o Y_o = 1/\sqrt{4\pi}$, by formula (20), $A_0 = h_0 = 2 R / 4 \pi$. Thus $a(l) = R$ and one recovers $\Gamma$ from $h = 2 R = \text{const}$.

In the above construction it is not guaranteed that the support function $a(l)$ found from the given function $h(l)$, satisfying the necessary conditions (21), will correspond to a convex body $D$. In Ref. 6 a necessary and sufficient condition on $h$ for the corresponding $a(l)$ to be the support function of a convex body is given.

The main result from Ref. 6 for the three-dimensional case says: let $h(l)$ be a continuously differentiable function of the outer unit normal $l$ on the unit sphere $S^2$. For $h(l)$ to be the sum of the principal radii of curvature of a convex surface $\Gamma$ at the point at which the outer unit normal to $\Gamma$ is $l$, it is necessary and sufficient that the condition (21) and the following condition (26) hold:

$$
\int_{S} l(l)^{\ast} \langle \nabla h(l), l \rangle l \ast d\omega < 0, \tag{26}
$$

for all $l', l' \in S^2$ for which $\langle l', l' \rangle = 0$ with strict inequality in (26) for some choices of $l'$ and $l'$. Here $(l,l')$ is the inner product, and $\nabla h(l)$ is to be calculated as follows: define $h(l)$ for all $l \in R^3$ by the rule

$$
h(l) = \frac{l}{|l|} h \left( \frac{1}{|l|} \right), \quad |l| = \sqrt{\alpha_1^2 + \alpha_2^2 + \alpha_3^2},
$$

$$
l = (\alpha_1, \alpha_2, \alpha_3), \tag{27}
$$
calculate $\nabla h(l)$, and then set $|l| = 1$.

The reason for extending $h$ as a positively homogeneous function of order $-1$ is that $a(l)$ is homogeneous of degree $1$, $\nabla a$ is homogeneous of degree $-1$, and thus Eq. (9) holds for all $(\alpha_1, \alpha_2, \alpha_3) \in R^3$.

III. ADDITIONAL GEOMETRICAL CONSIDERATIONS

Let $x(l)$ be a vector function on $S^2$. It is called the normal representation of a convex nondegenerate body $D$ with the surface $\Gamma$ if $x(l)$ is such that point of $\Gamma$ at which the outer normal to $\Gamma$ is $l$. If $\Gamma$ admits a tangent plane at any point then $x(l)$ is defined on all of $S^2$. Let us extend $x(l)$ from $S^2$ to $R^3$ by setting $x(u) = u(x/|u|)$, where $u \in R^3$, $|u| = (u_1^2 + u_2^2 + u_3^2)^{1/2}$, $u \neq 0$. The value $x(0)$ does not play any role. The support function of $\Gamma$ is $l(x(l)) = a(l)$ provided that the origin is inside $D$. One has

$$
x_j = \frac{\partial a}{\partial \alpha_j}, \quad l = (\alpha_1, \alpha_2, \alpha_3), \quad 1 \leq j \leq 3,
$$

the matrix $a_{ij} = \partial^2 a/\partial \alpha_i \partial \alpha_j$ is semi-positive-definite. Since $a(ll) = \lambda a(l), \lambda > 0$, we define $a(0) = 0$.

Differentiate Eq. (9) to obtain

$$
\nabla \times x[l]{u} = \frac{\partial h}{\partial \alpha_i}, \tag{29}
$$

where $h [u] = (1/|u|) h (u/|u|)$ [see (27)].

In Ref. 6 the following proposition is proved: a continuously differentiable vector function $x(l)$ is a normal representation of a convex $\Gamma$ if and only if $\partial x(u)/\partial u$ is a semi-positive-definite symmetric matrix not identically zero.

The necessity follows from (28), and $a(l) = l(x[l])$ is the support function of a convex $\Gamma$. The sufficiency also follows from (28): construct $a(l) = l(x[l])$, Eq. (28) shows that the Hessian $a_{ij}$ is a semi-positive-definite matrix. Since $x(u)$ is homogeneous of order 0, one has $(u, \partial x(u)/\partial u) = 0, 1 \leq j \leq 3$. Therefore $a(x)$ is convex and, since $a(l)$ is convex and, since $a(l)$ is the support function of $\Gamma$, the surface $\Gamma$ is convex.

This condition can be formulated in terms of the coefficients $h_{nm}$ [see (15)] as semi-positive-definitness of the matrix

$$
a_{ij} = - \sum_{n \neq 1} \frac{h_{nm}}{(n - 1)(n + 2)} \times \left( \frac{\partial^2 h}{\partial \alpha_i \partial \alpha_j} r Y_{nm}(\theta, \phi) \right), \quad \forall (\theta, \phi) \in S^2, \tag{30}
$$

where $a_{ij} > 0$ means that $a_{ij}, t_j > 0, \forall t_j$, and $y_j$ are the same as in formula (18).

**Note added in proof:** In Ref. 10 it was shown that $a(l)$ can be recovered stably from the knowledge of the scattering amplitude $f(n, \nu, K_i)$ at one high frequency and $n, \nu \in S^2$ such that $l = (n - \nu)/|n - \nu|$ runs through all of $S^2$. In Ref. 11 a uniqueness theorem for inverse diffraction problems with two-dimensional data is given.
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