ON THE ELLIPTIC HARNACK INEQUALITY
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ABSTRACT. A brief exposition on some tools for proving the elliptic Harnack inequality is presented.

1. Introduction

Fix $0 < \lambda \leq \Lambda$ and let $A(x) = \{a_{ij}(x)\}_{i,j=1}^n$ be a measurable uniformly elliptic matrix, with constants $\lambda$ and $\Lambda$, in a domain $\Omega \subset \mathbb{R}^n$. Let $\mathcal{B}_\Omega$ denote the collection of Euclidean balls $B = B_r(x)$ such that $10B := B_{10r}(x) \subset \subset \Omega$.

Jürgen Moser’s celebrated Harnack inequality for non-negative (weak) solutions $u \in W^{1,2}(\Omega)$ of $\text{div}(Au) = 0$ in $\Omega$ establishes the existence of a constant $C_H > 0$, depending only on $\lambda$, $\Lambda$, and $n$, such that

$$\sup_B u \leq C_H \inf_B u \forall B \in \mathcal{B}_\Omega. \quad (1.1)$$

In a recent article [24], the authors presented a direct proof of the Harnack inequality (1.1) based on the following two results.

**Theorem 1.** There exists a constant $C_2 > 0$, depending only on $\lambda$, $\Lambda$, and $n$, such that every non-negative sub-solution $u$ satisfies

$$\sup_{\frac{1}{2}B} u \leq C_2 \left( \frac{1}{|B|} \int_B u^2 \, dx \right)^{\frac{1}{2}} \forall B \in \mathcal{B}_\Omega. \quad (1.2)$$

**Theorem 2.** (Compare to [26, Theorem 2]) For every $\delta \in (0,1)$ there exists $M > 0$, depending only on $\delta$, $\lambda$, $\Lambda$, and $n$, such that for every non-negative super-solution $u$ and every ball $B \in \mathcal{B}_\Omega$ the following implication holds true

$$|\{x \in B : u(x) > M\}| \geq \delta |B| \Rightarrow \inf_{\frac{3}{4}B} u \geq 1. \quad (1.3)$$
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Lest there might be a misleading understanding of the current state of affairs related to such direct proof, a brief clarification appears to be appropriate. That is the sole purpose of this note.

2. A two-step method towards the Harnack inequality

Direct proofs of the Harnack inequality (1.1) from the inequality (1.2) and implications like (1.3) have appeared multiple times in diverse PDE contexts to the extent of having become standard and even axiomatized in the context of metric spaces admitting a doubling measure.

The first step in this usual procedure, as followed in [24], is to show that the weak reverse-Hölder inequality (1.2) self-improves as to admit every exponent $p \in (0, 2)$ on its right-hand side (and with a new constant $C_p$, depending only on $C_2$, $p$, and $n$).

The second step is to prove that an implication like (1.3) yields constants $N > 1$ and $\rho \in (0, 1)$ (depending only on $\delta$, $M$, and $n$), such that given a ball $B \in \mathcal{B}_\Omega$ with $\inf_B u \leq 1$ the distribution function of $u$ in $B$ satisfies the following power-like decay estimate

$$|\{x \in B : u(x) > N^k\}| \leq \rho^k |B| \quad \forall k \in \mathbb{N}. \quad (2.4)$$

From the decay estimate (2.4) one immediately gets the existence of $p_0 > 0$ and $C_0 > 0$ (depending only on $\rho$, $N$, and $n$) such that non-negative super-solutions satisfy the weak Harnack inequality

$$\left(\frac{1}{|B|} \int_B u^{p_0} \, dx\right)^{\frac{1}{p_0}} \leq C_0 \inf_B u \quad \forall B \in \mathcal{B}_\Omega. \quad (2.5)$$

Thus, the self-improved version of (1.2) chosen with exponent $p_0$ together with the weak Harnack inequality (2.5) proves (1.1).

3. Critical-density estimates and the Harnack inequality

Implications of the type (1.3), as well as weaker versions where instead of holding for every $\delta \in (0, 1)$ the implication only holds for some $\delta \in (0, 1)$, are known in the literature as “critical-density properties” or “measure-to-point estimates” (or “point-to-measure estimates” when expressed as the contrapositive) and they lie at the core of the regularity theory for elliptic PDEs (with corresponding versions in the parabolic setting as well).

Instances of the presence of measure-to-point estimates in the study of a number of linear or nonlinear, degenerate or singular, homogeneous or non-homogeneous, elliptic or elliptic-type PDE problems; all having as a common feature the property that positive multiples of (sub, super) solutions are also (sub, super) solutions, include the following:

(i) Lemmas 2.1 and 2.2 from [28], Theorems 2.1.1 and 2.1.2 from [13] in the context of uniformly elliptic PDEs in non-divergence form;
(ii) Lemma 3.4 from [10] in the context of the De Giorgi classes of order $p$ (which includes the $p$-Laplacian for $1 < p < \infty$);

(iii) Lemma 10.1 from [6] in the context of fully nonlinear integro-differential PDEs, respectively;

(iv) Theorems 1 and 2 from [5], Lemma 4.1 and Proposition 4.1 from [23] in the context of the linearized Monge-Ampère equation, and Theorem 12.2 from [25] for its fractional nonlocal counterpart;

(v) Lemma 7 from [16] degenerate/singular fully nonlinear PDEs,

(vi) Lemma 5.1 from [2], Lemma 3.1 from [18], and Proposition 4.1 from [32] in the context of non-divergence elliptic equations on Riemannian manifolds;

(vii) Theorem 2 from [31] and Lemma 3.3 from [12] in the contexts of quasilinear elliptic PDEs and adjoints of uniformly elliptic operators in non-divergence form, respectively;

(viii) Lemmas 6.1 and 6.2 from [19] in the context of regularity of quasi-minimizers on metric spaces;

(ix) Theorems 3.3 and 4.1 from [14] and Theorem 2.4 from [30], in the context of degenerate operators in Heisenberg and $H$-type groups.

More geometric versions of the critical density property can be found for instance in [29, Lemma 2.2] and [9, Lemma 3.1]. The previous list is by no means comprehensive and it is intended only to represent a sample of older and more recent results. Parabolic counterparts are plentiful as well.

It is by now well understood that, when combined with a covering lemma, measure-to-point estimates of the type (1.3) imply a weak Harnack inequality. For example, in the contexts listed above the types of covering lemmas include: Calderón-Zygmund ([2, 6, 18]), Vitali ([29]), Besicovitch ([5]), and the “ink spot crawling lemma” ([19, 23, 25, 28, 31]).

The bottom line is that, whether a measure-to-point estimate like (1.3) is proved in the context of fully-nonlinear elliptic PDEs (e.g. Lemma 5 from [3], Lemma 4.5 from [4]) or in the context of divergence-form elliptic PDEs (from which [24] cites (1.3)), or in any of the contexts above, it is the measure-to-point estimates themselves that imply, via a covering lemma, the weak Harnack inequality (2.5).

This approach to a weak Harnack inequality through measure-to-point estimates stems from the work of the 1970-80’s Russian school, see [20, 21, 22, 27, 28] ([28] is the English translation of [27]), where implications of the type (1.3) are usually referred to as growth lemmas, which, in turn, stem from [22] in the context of elliptic and parabolic PDEs in both divergence and non-divergence forms.

4. An Axiomatic Approach in Metric Spaces

The proof that a critical-density or measure-to-point estimate like (1.3) implies, via a covering lemma, the weak Harnack property (2.5) has become standard and it has been axiomatized within the context of metric spaces as follows. Let $d$ be
a distance and $\mu$ be a Borel measure on a set $X$ satisfying the following **doubling property**: there exists a positive constant $C_d > 1$ such that

$$0 < \mu(B_{2r}(x)) \leq C_d \mu(B_r(x)) < \infty, \quad \forall x \in X, r > 0,$$

where $B_r(x) := \{y \in X : d(x, y) < r\}$.

**Definition 1.** Fix an open set $\Omega \subset X$. Following [1, 3, 4, 11, 17], let $\mathcal{K}_\Omega$ denote a family of $\mu$-measurable, locally bounded, non-negative functions defined in $\Omega$ such that $\mathcal{K}_\Omega$ is closed under multiplication by positive constants, that is, $\tau u \in \mathcal{K}_\Omega$ whenever $u \in \mathcal{K}_\Omega$ and $\tau > 0$. (Think of $\mathcal{K}_\Omega$ as a class of non-negative (sub, super) solutions.)

Given $M \geq 1$ and $\varepsilon \in (0, 1)$, $\mathcal{K}_\Omega$ is said to possess the **critical density property** with constants $M$ and $\varepsilon$ if for every ball $B_{2R}(x_0) \subset \subset \Omega$ and for every $u \in \mathcal{K}_\Omega$ the following implication holds true

$$\mu(\{x \in B_R(x_0) \mid u(x) \geq M\} \geq \varepsilon \mu(B_R(x_0)) \Rightarrow \inf_{B_{R/2}(x_0)} u > 1. \quad (4.7)$$

Given $\gamma \in (0, 1)$, $\mathcal{K}_\Omega$ is said to possess the **double-ball property** with constant $\gamma$ if for every ball $B_{2R}(x_0) \subset \subset \Omega$ and for every $u \in \mathcal{K}_\Omega$ the following implication holds true

$$\inf_{B_{R/2}(x_0)} u \geq 1 \Rightarrow \inf_{B_R(x_0)} u \geq \gamma. \quad (4.8)$$

Given $\varrho \in (0, 1)$ and $N > 1$, $\mathcal{K}_\Omega$ is said to possess the **power-like decay property** with constants $N$ and $\varrho$, if for every ball $B_{2R}(x_0) \subset \subset \Omega$ and every $u \in \mathcal{K}_\Omega$ with

$$\inf_{B_R(x_0)} u \leq 1,$$

it follows that

$$\mu(\{x \in B_{R/2}(x_0) : u(x) > N^k\}) \leq \varrho^k \mu(B_{R/2}(x_0)), \quad \forall k \in \mathbb{N}. \quad (4.9)$$

Given $C_H' > 1$ and $\beta > 0$, $\mathcal{K}_\Omega$ is said to possess the **weak Harnack property** with constants $C_H'$ and $\beta$ if for every ball $B_{2R}(x_0) \subset \subset \Omega$ and for every $u \in \mathcal{K}_\Omega$

$$\left(\frac{1}{\mu(B_R(x_0))} \int_{B_R(x_0)} u^{\beta} d\mu\right)^{\frac{1}{\beta}} \leq C_H' \inf_{B_R(x_0)} u. \quad (4.10)$$

Given $C_H \geq 1$, $\mathcal{K}_\Omega$ is said to possess the **Harnack property** with constant $C_H$ if for every $u \in \mathcal{K}_\Omega$ it follows that

$$\sup_B u \leq C_H \inf_B u \quad \forall B \in \mathcal{B}_\Omega.$$

Under different sets of assumptions on the doubling metric space $(X, d, \mu)$ (e.g., ring condition, non-empty annuli, unboundedness, segment properties, etc.) the axiomatic approaches developed in [1, 11, 17] yield the following result.
Theorem 3. (see [1, Theorem 3.1(d)], [11, Theorem 4.7], [17, Theorem 7].)
Suppose that $K_{\Omega}$ possesses the critical density property (4.7) with some constants $M > 1$ and $\varepsilon \in (0, 1)$ and the doubling-ball property (4.8) with some constant $\gamma \in (0, 1)$.

Then, $K_{\Omega}$ also possesses the power-like decay property (4.9) with some constants $N > 1$ and $\rho \in (0, 1)$ depending only on $\varepsilon, \gamma, M,$ and $C_d$.

Equivalently, $K_{\Omega}$ possesses the weak Harnack property (4.10) with constants $C'_H$ and $\beta$ depending only on $\varepsilon, \gamma, M,$ and $C_d$.

Notice that by combining the critical-density estimate (4.7) with iterations of the double-ball property (4.8) one gets, for instance, that every $u \in K_{\Omega}$ satisfies
$$
\mu(\{x \in B_R(x_0) \mid u(x) \geq M\} \geq \varepsilon \mu(B_R(x_0)) \Rightarrow \inf_{B_{3\rho}(x_0)} u > \gamma^3. \quad (4.11)
$$

In the context of elliptic and parabolic PDEs, the implication (4.11) is also known as an expansion of positivity (see for instance [9, Chapter 4]).

The key to the implication (4.11) being that the ball on the left-hand side of the implication is smaller than the one on the right-hand side (think of a Calderón-Zygmund cube and its predecessor). Then, a covering lemma will allow for the application of (4.11) at every scale in order to produce the weak Harnack inequality (4.10).

As it turns out, if the critical-density estimate (4.7) is sensitive enough, then it will imply the double-ball property (4.8). More precisely, we have

Theorem 4. (see [11, Proposition 4.3]) If $K_{\Omega}$ possesses the critical density property with some constants $M > 1$ and $\varepsilon \in (0, 1)$ with $\varepsilon < C_d^{-2},$ where $C_d > 0$ is the doubling constant from (4.6), then $K_{\Omega}$ possesses the doubling-ball property with some constant $\gamma \in (0, 1)$, depending only on $\varepsilon, M,$ and $C_d$.

This is why Theorem 2 from [26], which represents a critical-density estimate like (4.7) with an arbitrary constant $\varepsilon \in (0, 1)$ (that constant is denoted as $c_0^{-1}$ on [26, p.463]), yields the implication (1.3). Notice that (1.3) is just a case of (4.11).

Thus, putting things together we deduce that a sensitive-enough critical-density estimate (4.7) (e.g. $0 < \varepsilon < C_d^{-2}$) implies (4.11) which, via a covering lemma, implies the weak Harnack inequality (4.10).

5. On the self-improving of weak Reverse-Hölder inequalities

On the other hand, regarding the self-improving properties of the inequality (1.2), in a metric space with a doubling measure $(X, d, \mu)$ and a fixed open subset $\Omega \subset X$ we have the following: if there exist constants $C' > 0$ and $p > 0$ such that a weight $u$ satisfies the weak reverse-Hölder inequality
$$
\sup_{B} u \leq C \left( \frac{1}{\mu(B)} \int_{B} u^{p} \ d\mu \right)^{\frac{1}{p}} \forall B \in \mathcal{B}_{\Omega}, \quad (5.12)
$$
then for every \( q \in (0, p) \) there is a constant \( C_q > 0 \), depending only on \( C, p, \) and the doubling constant \( C_d \) in (4.6), such that

\[
\sup_{B} u \leq C_q \left( \frac{1}{\mu(B)} \int_B u^q \, d\mu \right)^{\frac{1}{q}} \quad \forall B \in \mathcal{B}_\Omega.
\]  

(5.13)

This is a consequence of Young’s inequality and a well-known real-analysis lemma (see for instance [15, Lemma 4.3], [19, Lemma 3.2]). Details can be found, for instance, in [19, Remarks 4.4].

6. Conclusions

Direct proofs of the implication (1.3) + (1.2) \( \Rightarrow \) (1.1) follow from the implications (5.12) \( \Rightarrow \) (5.13) and (1.3) \( \Rightarrow \) (2.5) (i.e., steps 1 and 2 from Section 2, respectively). In turn, these implications are by now well understood and even axiomatized in the context metric spaces admitting doubling measures. Indeed, in such context the self-improving property (5.12) \( \Rightarrow \) (5.13) holds true by simple real analysis (see for instance Remarks 4.4 from [19]) and extensions of the implication (1.3) \( \Rightarrow \) (2.5) have been illustrated in Theorems 3 and 4.

Except for the additional convenience of considering the homogeneous PDE (that is, \( f \equiv 0 \)) and the freedom to choose \( \delta = 1/2 \), the proof of (1.3) \( \Rightarrow \) (2.5) in [24] reads almost verbatim as the proof of Lemma 4.6 in [4, p.33]. This is only natural since such a proof is by now standard, see for instance the proofs of Lemma 6 from [3] and Lemma 5.14 from [15]. In addition, notice that the critical-density estimate in Lemma 4.5 from [4] holds for some \( \delta \in (0, 1) \), which suffices for the proof of (1.3) \( \Rightarrow \) (2.5) in [4, Lemma 4.5].

Finally, as L. Caffarelli points out in [7, p.44], the fact that De Giorgi’s arguments from [8] can be modified to prove the Harnack inequality (1.1) has been known for a long time. For instance, true to the spirit of De Giorgi’s approach in [8], such line of thought was successfully developed in great generality in [10] (by means of the critical-density property in [10, Lemma 3.4] and the “crawling ink spots lemma” [10, Lemma 3.5]) where the functions at hand are assumed to belong to De Giorgi’s classes (which contain the solutions to a number of elliptic PDEs). These ideas have also been carried out in the context of doubling metric spaces admitting a first-order calculus (see for instance [19]).
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